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Abstract
The global crisis triggered by the Coronavirus disease 2019 (COVID-19) pan-
demic has highlighted the need for a proper risk assessment of respiratory
pathogens in indoor settings, due to their potential for airborne transmission.
This paper is intended to document the COVID Airborne Risk Assessment
(CARA) methodology, tailored for typical work spaces or public environ-
ments, enabling a quick and easy assessment of the potential exposure to
SARS-CoV-2. A physical model is presented to compute the absorbed dose of
virions from an exposed host, which leads to estimate the probability of con-
tracting the disease based on the stochastic interpretation of the Wells-Riley
model. The model allows for a detailed parameterization of the indoor setting,
with emphasis on the effect of natural ventilation and air filtration, enabling
decision makers or facility managers to perform risk assessments against air-
borne transmission of SARS-CoV-2. The results suggest the importance of
super-emitters and superspreading events in airborne transmission: i) a small
subset of infected hosts are found to emit approximately 2 orders of mag-
nitude more viral-containing particles for any given expiratory activity and ii)
loud vocalisation activities (singing or shouting) generate approximately 2 or-
ders of magnitude more airborne particles, compared to tidal breathing. The
effect of air filtration and natural ventilation suggests that i) HEPA filters sig-
nificantly reduce inhaled dose of airborne viruses by a factor 5.3 in classrooms
with windows closed and ii) natural ventilation strategies shall be adapted to
the seasonal period since it is twice as effective during winter, compared to
summer. Furthermore, the approach of a viral load threshold value was intro-
duced, where the effect of different measures can be physically tuned such that
the transmission is unlikely to occur for a given indoor setting. The properties
of emerging new SARS-CoV-2 Variant of Concern (VOC) is included in the
model.
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1 Introduction
Currently, the existing public health measures point to the importance of proper building and environ-
mental engineering control measures, such as proper Indoor Air Quality (IAQ). This pandemic clearly
raised increased awareness on airborne transmission of respiratory viruses in indoor settings. Out of the
main modes of viral transmission, the airborne route of SARS-CoV-2 seems to have a significant im-
portance to the spread of COVID-19 infections world-wide [1]. Furthermore, infection through inhaling
an airborne virus could lead to more severe disease than infection from fomites [2] due to the fact that
particles with smaller diameters reach deep into the lungs and bind to the cells in the alveoli [3]. The
potential for presymptomatic and asymptomatic transmission is also reported, with evidence suggesting



that 30-70% of transmission happens before symptom onset [4], with viral loads peaking at around the
time of symptom onset. This contrasts with other coronaviruses which peak at around 7-14 days after
symptom onset [5]. The high viral loads around symptom onset suggest that SARS-CoV-2 could be
easily transmissible at an early stage of infection. In occupational health and safety, the best way to
ensure proper protection is to fully understand i) what are the causes of a given hazardous event and
how to prevent it; ii) what are consequences arising from the hazardous event and how to protect from
it. For any given risk, in order to consider the appropriate mitigation and risk control measures for our
indoor spaces (e.g. workplaces, household, public spaces, transportation), a multidisciplinary risk-based
approach is essential.

A physical model was developed, adapted from previous implementations of the Wells-Riley In-
fection approach [6,7], to simulate the concentration of infectious viruses in an enclosed indoor volume,
wherein infectious occupants with COVID-19 are shedding SARS-CoV-2 viruses. Hence, the present
study only focuses on the so-called ‘long-range’ airborne transmission route, assuming a well-mixed
box model with a homogeneous viral concentration in the entire volume. The model follows a probabil-
istic approach to deal with the uncertainties tied to the concerned variables such as the characteristics of
this novel virus, including the properties of the emerging new Variant of Concern VOC 202012/01 [8],
also called B.1.1.7 according to the Phylogenetic Assignment of Named Global Outbreak (PANGO) Lin-
eages nomenclature system [9]. The development of such a model requires a multidisciplinary approach
and understanding of the medical, mechanical and physical characteristics related to the mechanistic
process of respiratory droplet nuclei emissions, the effectiveness of face covering, the dilution with out-
door air, the impact of particulate filtration, the inactivation via biological decay and dispersion models
for airborne diseases in indoor environments. Human presence is the generation source of expiratory
droplets and droplet nuclei (potentially containing virions), when performing vocal or pure respiratory
activities [10, 11]. The droplets and droplet nuclei which are sufficiently small to be aerodynamically
suspended in the air may be inhaled by the exposed occupants of the indoor setting. Particular atten-
tion is given to the winter period as a result of the low relative humidity of the ambient air, mainly due
to the effect of central heating (e.g. via superheated water radiators). Low humidity air increases the
evaporation of droplets and consequently the number of airborne droplet nuclei [12]. This increases the
virus survival in air and reduces immune defenses of the exposed hosts [13]. The methodology presen-
ted in this paper is based on the analytical Wells-Riley approach of infectious quanta, which represent
the units (i.e. quantum) used to quantify airborne infection [14]. To estimate the quantum generation
rate, or quantum emission rate, a probabilistic approach is considered by parameterizing the viral load
distributions in the respiratory tract and the volumetric concentration of droplets emitted, measured for
different activities [15]. By convention, droplets and droplet nuclei will be discussed in this paper as
’airborne particles’. Once an infected occupant is emitting viruses into the volume, the physical and
mechanical behavior of the floating viral-containing particles is simulated, based on the assumption of a
homogeneous mixture of infectious quanta in a finite volume. With a realistic set of inputs, including a
complex ventilation algorithm via open windows and flexible occupancy profile, the model allows for a
combination and comparison of various mitigation measures, aimed at properly assessing the situation
tailored to common practices in indoor settings. The main goal of this paper is to improve the common
understanding in the modelling of airborne transmission and identify the pivotal parameters, in order
to develop a quantitative action plan to help building engineers, facility managers and household indi-
viduals, in identifying which measures or combination of measures are most suitable, allowing for a
tailored risk assessment and targeted investment. The results are compared with similar studies from the
literature.

The model, its assumptions and the data used will be presented in Section 2. The set of possible
occupation and activity profiles taken into account in the model are listed in Section 3, and simulations
results in various situations follow in Section 4. Our conclusions are finally presented in Section 5.
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2 Materials and Methods
2.1 Quantum of infection model
In order to quantify the concentration of a harmful agent (in this case SARS-CoV-2 virions), we need to
estimate the emission source per unit time. In the 1950’s, W. F. Wells introduced the notion of a quantum
of infection, suggesting a hypothetical infectious dose unit for a certain pathogen [16]. A quantum,
with unit q, is originally defined as the number of viable viruses suspended within one or several air-
borne particles, required to infect an exposed host. The original definition indicates that one quantum
is equal to one infectious particle/pathogen, which would only be suitable for diseases such as tuber-
culosis [17]. Since typical coronaviruses seem to require more than one pathogen to initiate infection,
this study includes the contribution of an equivalent quantum infectious dose qID that respects the fun-
damental principles introduced by Wells, i.e. one quantum represents a cluster of airborne viruses that
would induce an average probability of 63% of becoming infected, if absorbed by a potential host. Thus,
the number of quanta in the room represents the average infectious source strength (or infectious dose) of
infectious individuals [18]. Consequently, the calculated quantum generation rate includes the combina-
tion of infectivity of the pathogen and the infectious source strength [17]. Later, a complementary study
by Riley et al. [14] considered the dose of randomly distributed airborne quantum inhaled by a bystander,
which would result in the increase of new infections by means of a Poisson probability distribution:

N = S(1− e−
I·qR·p·t

Q ), (1)

where N is the number of new infections; S is the number of susceptible occupants exposed over time
t (in h); I is the number of infectors; qR is the quantum generation rate (in q h-1); p the pulmonary
ventilation rate (in m3 h-1) and Q the room ventilation rate (in m3 h-1).

The original exponential term of the mentioned Poisson distribution considers a constant gener-
ation rate with a homogeneous mixture and a steady-state quantum concentration, which varies with
the ventilation rate. This study will cover the transient effects of the evolution of concentration over
time, since a steady-state assumption is a limitation compared to the dynamics of real-world indoor out-
breaks. Another limitation relates to the apparent deterministic nature of Eq. (1), which is adapted to
a well-known pathogen and large populations [7]. For volume-specific risk assessments, where a small
population size is foreseen, a probabilistic approach is necessary. Transmission of respiratory infections
is a complex process and generally derived a posteriori from outbreaks and epidemiological data [7,19].

Facility managers are facing a new paradigm where the need for a concrete, quick and simplified
model to prevent airborne transmission in buildings and other enclosed spaces is becoming an essential
part of any occupational health and safety risk assessment. According to Sze et al. [17], the alternative
dose-response models for such risk assessment are more precise, as many influencing factors can be
determined explicitly, allowing for fewer implicit errors in general. On the other hand, this approach
requires clinical data on infectious dose to construct the dose-response curve. The Wells-Riley model
allows for a quick assessment and does not require complex clinical trials with e.g. interspecies extrapol-
ation of infectivity, and thus can be used to perform risk assessments even when the dose-response data
of the pathogen is not yet available - which is the case for COVID-19 [17]. Further limitations to the use
of the Wells-Riley equation are mentioned and described in this paper.

The quantum generation rate is generally estimated from epidemiological data following an out-
break investigation. In the framework of a risk management and risk prevention approach, we opted to
study the projection of possible new infections before the potential outbreak takes place and predict a
generation rate by relating the volumetric count of respiratory particles to the viral load of COVID-19 in-
fected hosts [6, 15], assuming a homogeneous virus distribution in body fluids of clinical or community
samples and that the number of virions in a given particle is proportional to its size. Several authors
have characterized the amount of respiratory particles and their size distribution, during different vocal
activities [10, 20–22]. The underlying question relates to the quantification of viable virus copies in the
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substance volume of each respiratory particle, which we propose to address in Section 2.1.1.

2.1.1 Quantum generation rate (qR)
The quantum generation rate, qR (in q h-1), is estimated by considering the volumetric rate of respiratory
particles emitted by the infected host(s) and the virological characteristics. The former properties are
evaluated for three different expiratory activities: i) Breathing (index ’b’); ii) Speaking (index ’sp’),
iii) Shouting/Singing (index ’sh’). While performing the expiratory activities, the particle emissions
are affected by the physical activity and loudness of the infected host’s vocalisation, since the faster
one breathes or the louder one speaks, the more particles per unit volume are being emitted [10, 21].
Subsequently the quantum generation rate includes the contribution of tidal volumes and amplitude of
the voice. The virological characteristics include the density of viral copies per unit volume of body fluid
and the virulence or infectivity. The quantum generation rate can be calculated based on the following
formulation:

qR =
vl · Ec,j(Dj , cn,j , famp, ηout) · BRk

qID
, (2)

where vl is the viral load measured from upper and lower respiratory specimens (in RNA copies per
mL); Ec,j represents the total volumetric particle emission concentration (in mL m-3) over a particle size
distribution Dj , for each expiratory activity j and as a function of the specific total emission concentra-
tion cn,i (in cm-3), the vocalisation amplification factor famp (where applicable) and the outward mask
efficiency ηout (if applicable); BRk (in m3 h-1) is the breathing flow rate for a given physical activity k;
qID (in RNA copies per q) is the estimated quantum infectious dose inhaled and deposited in the respir-
atory tract. The volume of the respiratory particles are calculated assuming each is a perfect sphere. In
the present model, extending the original Wells-Riley approach where the quantum generation rate was
considered constant, qR is assumed to be piecewise constant over time and follows the relationship

qR =

{
constant > 0 when infected host is present,

0 when infected host is absent.

Due to the large variability of the different variables discussed in this paper, a probabilistic approach is
used to determine qR. The methods and variables are described in Sections 2.1.2 - 2.1.6 and summarized
in Section 2.5.

2.1.2 Viral Load
For the purpose of this study, we considered data from nucleic acid amplification testing (NAAT) with
a reverse-transcription polymerase chain reaction (RT-PCR) assay, to detect SARS-CoV-2 RNA copies
from the respiratory tract of infected hosts. Values have a large variability, ranging from 102–1011 RNA
copies per mL, covering both symptomatic, presymptomatic and asymptomatic persons [4, 23–27]. The
large variability in viral load values is related to the high dynamic range over the course of the infec-
tion and would largely impact qR. This aspect is particularly relevant when the uncertainty lies on the
virological conditions of the infected host during transmission. Hence, here we considered statistical dis-
tributions where the baseline descriptors correspond to the non-VOC strain(s) with respectively a mean
and standard deviation of 6.6 and 1.7 (in log10 of RNA copies per mL). These values were determined
from the available dataset of approximately 20000 RT-PCR assays, sampled from February to April
2020 [25].

In December 2020, an increasing portion of cases caused by a new variant were detected in the
United Kingdom. This was considered as ‘Variant Of Concern’ – VOC 202012/01 (also referred to
as B.1.1.7) which may significantly affect the risk of contracting SARS-CoV-2 following an exposure.
There is strong evidence for the increase in the effective reproduction number of this variant, relative to

4



other strains of the virus [28]. The precise mechanism(s) for increased transmissibility (estimated to be
in the order of 35-75% [8]) are not yet definitively understood at the time of writing. While preliminary
laboratory results indicated evidence for higher viral load in infected individuals [28], it now appears that
these elevated values were not substantiated by more recent studies [29]. This observation is consistent
with the dynamics of cycle threshold (Ct) scores seen during rapid growth phases of the epidemic, as
reported in Ref. [30]. As such, the increased infectiousness of VOC 202012/01 appears to stem from
factors other than a higher viral load (cf. Section 2.1.2.1 and Section 2.1.2.2). The viral load in the
respiratory fluids of infected individuals is a variable in our model, which could be adjusted to take into
account increases initially observed for VOC 202012/01, if supported by sufficient scientific evidence.
Note that the statistical data of viral loads are typically log-transformed.

2.1.2.1 Initial approach to VOC 202012/01 modelling

The magnitude of the increase in viral load initially observed for VOC 202012/01 was determined based
on the decrease in Ct values from preliminary PCR tests analysed in [28] and [31], which were sampled
in December 2020 while the epidemic of the new VOC was quickly growing. This data indicates that
the median Ct score for VOC 202012/01 is reduced by a mean value of 3.8, relative to other non-VOC
strains. Since the DNA is realistically multiplied by 1.9 at each cycle [31], the viral load of the variant
should have been increased by a factor of 1.93.8 ≈ 11.5. Our model then permits the simulation of
VOC 202012/01 by applying this factor of increase to the viral load distribution. However, the resulting
increase in transmission using this method significantly exceeds the reported transmission within the
35-75% range indicated in [8], hence another approach to model VOC 202012/01 shall be proposed.

2.1.2.2 Revised approach to VOC 202012/01 modelling

With the rapid evolution of studies into VOC 202012/01 early in 2021, and our observation that using
higher reported viral loads did not align with expected transmission rates, we revised our initial approach.
Noting that the initial data was derived from UK sampling during a highly expansionary phase of the
VOC epidemic [28], and considering the established decrease in viral load with time [23,32], we interpret
that the mean time between infection and test is likely to be reduced during the expansionary phase, as
per Ref. [30]. This leads to an artificial increase in the observed viral load which could, theoretically,
happen within any given variant (including the original one), notwithstanding the very high range of this
variable. This conclusion is supported by more recent data showing no significant increase in viral load
for individuals with VOC 202012/01 [29]. As a result of this insight, the baseline viral loads mentioned
above (Section 2.1.2) are used independently of the variant. The data in Ref. [25] was sampled during the
expansionary phase of the so-called first wave (February - April 2020), yielding larger figures compared
to other phases of a given local epidemic, which fit the purpose in a risk assessment process.

Apart from the viral load, to the understanding of the authors, the other factor which could explain
the increase amount of new cases of VOC 202012/01 is likely to be specific mutations enabling the virus’s
spike protein to bind more effectively to the ACE2 receptor (i.e. the N501Y mutation, as indicated in
Ref. [33]) which could in practice impact the infectious dose qID (cf. Section 2.1.4).

2.1.3 Expiratory particle emissions
During different vocalisation activities, or by simply breathing, a large amount of particles are emitted
from the mouth and/or nose, originating from the respiratory tract [3, 34]. Particles of diameter smaller
than 10 µm are likely to become airborne and can remain suspended in the air for long periods of time,
due to their reduced size and settling velocity [35]. Data on experimental studies measured the aero-
solized particle concentration and size distribution [10, 36], although the aerosol sampling mechanisms
employed, e.g. aerodynamic particle sizer (APS) or optical particle counter (OPC), are generally not
capable of measuring the diameter of the respiratory droplets prior to evaporation [20]. This phenomena
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can occur quasi-instantaneously after leaving the mouth or nose [37]. Understanding the initial diameter
of the particle, prior to evaporation, is crucial for the quantification of the volumetric emissions [15]
and consequently the quantum generation rate (qR). The particle emissions and their size distribution
varies depending on the vocalisation activity. Johnson et al. [20] studied the size distributions of particle
emissions for different expiratory activities and found three distinct modes associated with distinct ana-
tomical processes in the respiratory tract: one originating from the bronchial region while breathing,
another near the larynx (housing the vocal cords) which is highly active while speaking and singing; and
from the oral cavity (i.e. mouth) which is active during all vocalisation. The volumetric particle emis-
sion concentration (Ec,j) is, therefore, modeled according to the aforementioned paper using a tri-modal
log-normal distribution model (BLO model) [20], integrated over the particle size distribution multiplied
by the volume for each diameter (assuming each particle is a perfect sphere), and within a discrete range.
In the same reference, the author included an evaporation factor of 0.5 to take into account the ratio
between desiccated and saturated particles. Here we propose to use an evaporation factor of 0.3, based
on more recent studies [38], considering an average protein content between 3 and 76 mg per mL of
nasal fluid. Since this paper is focused on airborne transmission, the limits of integration are set from
0 to 30 µm, which correspond to a desiccated particle diameter of roughly 10 µm. This assumption is
reasoned knowing that particle matter above 10 µm (i.e. PM10) are most likely to settle on the floor
quickly enough not to contribute to the increase of concentration in the air, with a settling time in the
order of approximately 8 minutes (c.f. Section 2.2.2.3).

The particle emissions are equally affected by the amplitude of the vocalisation and this relation-
ship is found to scale linearly with the amplitude (i.e. loudness) of the voice, while maintaining a constant
size distribution [21]. An amplification factor (famp) is used to scale the emission concentration relative
to ’Speaking’, which is used during vocalisation. Hence, the emission concentration during ’Breathing’
is not impacted by this effect since solely the Bronchial (B) mode is active.

Based on the BLO model, the volumetric particle emission concentration can be computed from

Ec,j =

∫ Dmax

0

1

D

∑
i∈I(j)

[
cn,i · famp,j√

2π · σDi

exp

(
−(lnD − µDi)

2

2(σDi)
2

)]
· V (D) · (1− ηout(D)) dD, (3)

where I(j) is a subset of {B, L, O} determined by the expiratory activity j: for breathing I(b) = {B},
for speaking or shouting I(sp) = I(sh) = {B, L, O}; Dmax is the upper size limit of emitted particles
likely to maintain airborne; µDi and σDi are the mean and standard deviation of the natural logarithm
of the diameter for each mode (in ln µm); cn,i is the total particle emission concentration for each mode;
V (D) is the volume of the particles for a given D; ηout(D) is the outward mask efficiency for particles
of diameter D (cf. Section 2.1.5). Ec,j is in mL m-3 (i.e. volume of emitted respiratory fluid per volume
of exhaled air). The amplification factor famp,j follows [21]

famp,j =

{
1 Breathing and Speaking,
5 Shouting.

The geometric mean particle size in the O mode is close to 145 µm with a geometric standard
deviation of 1.8 µm. This would result in a negligible impact in terms of particle emission in the range
up to 30 µm, hence we conclude that the bronchial and larynx modes are the most effective for the
modelling of airborne transmission. Table 1 provides the list of variables and the related distribution
descriptors adopted to compute Ec,j from Eq. (3).

2.1.4 Quantum Infectious Dose
The number of viral copies needed to cause an infection of the concerned disease defines the infectious
dose of a pathogen. Such a dose depends on various factors, such as; the type of exposure (aerosol;
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Table 1: Parameters of the BLO model used in the volumetric particle emission concentration in Eq. (3). The geometric mean (GM) and
geometric standard deviation (GSD) of the log-normal distributions for the particle diameters are also shown. Values for cn,i are taken from
Ref. [10] and particle diameter distribution parameters are extracted from Ref. [20], applying an evaporation correction factor of 0.3.

Tri-modal parameters for Ec,j a

Mode cn,i [cm-3] µDi [ln µm] GM [µm] σDi [ln µm] GSD [µm]
B 0.1 1.0 2.7 0.26 1.3
L 1.0 1.4 4.0 0.5 1.65
O 0.001 4.98 145 0.56 1.75

a Unit conversion will be necessary to compute Ec,j

intranasal; fomite) causing infection [2] or how the immune response reacts to respiratory viruses [39]. In
virology, the infectious dose is normally defined using a dose-response model expressed as ID50 (median
dose) or TCID50 (median tissue culture dose) that caused infection in 50% of the exposed individuals.
The precise dose-response for human hosts via airborne transmission of COVID-19 is not yet determined,
hence we have opted for the Wells-Riley approach estimating the quantum infectious dose (qID) as the
number of viral copies that would cause a COVID-19 infection in 63% of the susceptible individuals –
it can be projected as an equivalent ID63 [18]. Based on dose-response measurements of other known
coronaviruses, e.g. SARS-CoV, the ID50 via airborne transmission was modeled at 280 plaque-forming
units (PFU) (95% Confidence Interval (CI) from 130 to 530 PFU) [40]. Assuming a Poisson distribution,
with a portion of negative samples of 50%, the conversion factor between the mean number of PFU per
volume of virus stock and the quantum infections dose can be estimated as − ln(0.5) ≈ 0.7. Assuming
the dose-response for SARS-CoV-2 also fits an exponential model, scaling from ID50 to TCID63 yields
420 PFU, which corresponds to ca. 600 infectious virions. Even lower values were found for other
respiratory viruses like influenza, with an inhalation of TCID50 between 0.7 and 3 PFU that was enough
to cause seroconversion, as well as prolonged wheezing and vomiting [41].

Based on a preliminary collection of experimental studies and modeling estimates, the median
infectious dose for SARS-CoV-2 is likely to be between 10 and 1000 PFU or approximately 14 to 1400
infectious virions [42]. Nonetheless, in the absence of relevant statistical data, we have opted to use
a range of three deterministic values for the probabilistic approach and compare the resulting quantum
generation rates with literature: 100, 500 and 1000 RNA copies per q.

In Section 2.1.2 (and related subsections), the factor driving the increased transmissibility of VOC
202012/01 is perceived to be related to the reduction in qID. As discussed above, the absence of clear
scientific evidence of qID is applicable to any SARS-CoV-2 variant, therefore, in order to find a suit-
able value for VOC 202012/01 we preceded by fitting qID such that the effective reproduction number
with VOC 202012/01 is, on average, 55% higher compared to the original variant, assuming the same
hypothetical transmission scenario [8].

The inclusion of a quantum infectious dose is necessary to normalize the generation rate so that
one quantum represents the average infectious source strength with respect to the Poisson distribution
in the Wells-Riley equation. Since the qID is assumed constant over time, it can be included either at
this stage of the model or when calculating the quantum dose qD. The difference stage of introduction
allows us to compute either the quantum concentration or the concentration of viral copies.

2.1.5 Outward effect of face covering
Face coverings are reported to be a very efficient source control measure against infection prevention
and disease control [43–48]. According to the basic prevention principal of risk assessments, reducing
the hazard at the source is at the top of the pyramid of mitigation measures. The so-called surgical
masks are widely used and recognized as appropriate face covering devices for source control. These
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Figure 1: Effect of surgical mask in the outward direction. Black solid line represents the outward filtration efficiency of the mask, taking into
account the leakages, based on empirical data; see Refs. [47, 50, 51]. The orange dashed line is the particle penetration yielding the relative
fraction of particles that contribute to qR for different diameters. Note that, for D≥ 3 µm, the filtration efficiency is assumed constant at 81%.

masks are manufactured following strict performance and quality requirements and are certified by the
applicable national authorities. The minimum material filtration efficiency accepted in, e.g., the USA
and European Union is 95 %, using the test standards ASTM F2101 and EN 14683 [49], respectively.
It is important to note that these results are the filtration efficiencies of the material and do not consider
the losses due to the actual positioning on the wearer’s face, namely leakage. Since surgical masks
are not meant to act as personal protective equipment (PPE) such as N95 or FFP2 masks, there are
no requirements for leak-tightness in the test standards mentioned above. Both standards use a mean
particle size of 3.0±0.3 µm for the measurements, although, when breathing, the majority of the emitted
particles are smaller than 3 µm [10], even when considering a saturated particle size with a geometrical
mean of 2.7 µm (cf. Table 1). Reducing the particles size will have an effect on the filtration efficiency.
Recent studies measured the outward filtration efficiency for surgical masks of 80% while breathing [47]
and 60 − 75% in the 0.7 − 2 µm size range [50]. The result of these measurements include the effect
of leaks, without performing any fit-test or fit-check procedure. The certification requirement of 95%
efficiency may be used for particle sizes≥ 3 µm, corrected to take into account the leakages. We assume
a total leakage of 15% through the sides, nose and chin [51], which would yield an equivalent outward
efficiency of 81% at sizes larger than 3 µm, comparable by the same cited measurements [47, 50]. Fig. 1
shows the values for outward efficiency (ηout) of surgical masks used in the model, as a function of the
particle diameter.

The use of PPE (e.g. respirators), such as N95 and FFP2, are found to have a similar effect in
terms of source control [47] and thus have an equivalent outward efficiency. ηout is equal to zero if the
occupants are not wearing masks.

2.1.6 Breathing rate
A wide variation in breathing rate is observed in numerous studies. We have chosen to base our values
on data originally reported by Ref. [52] as incorporated into the EPA Exposure Factors Handbook [53].
The estimation of breathing rate is critical to both the emission of infectious particles and exposure due
to inhalation for an airborne pathogen. We have taken published tables from the handbook and adapted
them to provide estimations of breathing rates for a variety of activities. With the available data, we have
assumed an evenly distributed population from ages 16 to 61, with a male:female ratio of 1:1. Drawing
on handbook values from Tables 6-17, 6-19, 6-40, 6-42, we created profiles for a number of different
physical activities:

– sedentary (sitting and standing without moving),
– light intensity activity (walking, lectures, singing),
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– moderate intensity activity (jogging, manual work in a laboratory or workshop),
– high intensity activity (running, exercising, heavy duty equipment manipulation, manual material

transport).

The data for each activity level (Table 2) has been fitted to a log-normal distribution (cf. Fig. 2),
having one distribution per activity type (incorporating the variability of the population) instead of con-
stant values.

Figure 2: Outcomes of the fitting algorithm for the breathing rate distribution during a ’heavy exercise’ activity, for three different kind of
distribution functions, using the values from Table 2. The best fit is obtained with a Log-Normal distribution: mean (SD) of 3.28 (0.72) m3 h−1.

Table 2: Statistical data on breathing rate (in m3 h-1) for ages 16-61 (with equal male/female weighting).

Activity Mean
Quantiles (%)

5 10 25 50 75 90 95 100
Seated 0.51 0.43 0.44 0.47 0.50 0.54 0.58 0.61 0.80
Standing 0.57 0.49 0.50 0.53 0.56 0.60 0.64 0.67 0.86
Light Exercise 1.25 1.08 1.11 1.16 1.23 1.32 1.42 1.48 1.85
Moderate Exercise 1.78 1.30 1.38 1.53 1.72 1.97 2.26 2.46 3.64
Heavy Exercise 3.30 2.28 2.45 2.78 3.17 3.71 4.30 4.75 6.73

2.2 Quantum concentration (C(t))
The original Wells-Riley equation assumes a steady-state concentration. In reality, the concentration
of quantum viruses depends on the dynamic effects linked to removal rates (cf. Section 2.2.2.1) and
occupation profile (cf. Section 3), as well as possible changes in ventilation rate or in preventive measures
(e.g. mask wearing). This study proposes a modification via a mass-balance differential equation to take
into account these dynamics. Modelling the concentration of pollutants or harmful airborne agents in a
room has been used extensively in the community, namely for carbon dioxide and other chemicals [54]
where the pollution source generates a certain quantity of the harmful substances as a function of time.
In this case, the generating source of the harmful substance is quantified by the quantum generation rate
qR.
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Figure 3: Simplified illustration of the infection model visualising the particle emissions of the infector via i) large size particles that fall
quickly on the floor and ii) smaller size particles that spread throughout the volume with low settling velocities in typical indoors environments.
The air handling unit on the top represents the renewal with clean outdoor air, the symbol on the top-right corner represents the biological decay
of the virus in air and the mechanical device at the bottom represents an air cleaner with HEPA filtration grade.

2.2.1 Mass-balance model
The concentration of infectious quanta is derived from a mass balance differential equation determining
the time evolution of the number of infectious quanta per unit volume, in a single-zone model:

dC

dt
=

qR · n
V

− λqRR · C(t), (4)

where λqRR (in h-1) represents the quantum removal rate in the concerned room; V (in m3) is the room
volume; n is the number of infected hosts emitting the viruses at the same time and in equal quantities.

We assume a homogeneous dispersion of quantum particles in the room, hence potentially un-
derestimating the infection risk for the occupants in close proximity to the infectious source [7]. This
assumption implies that: 1) a proper interpersonal distance of at least 1.5 − 2 m is ensured; 2) a single-
zone ventilation mode; and 3) occupants are not in the same ventilation streamflow. These conditions
(in particular the interpersonal distance) imply a slight overestimation of the risk of the long-range air-
borne transmission for short-term exposures, due to the time needed for the viruses to disperse and mix
within the volume. The assumptions could be relieved by performing case-specific Computational Fluid
Dynamics (CFD) simulations at the extra cost of a dramatic increase in complexity and computational
time, thus hindering the benefits of a quick and easy risk assessment. In epidemic modeling, adopting
the homogeneous mixture assumption is generally more reasonable than theoretically reconstructing the
layout, airflows or interpersonal distances of the precise event where the transmission took place [17].
The integration of CFD simulations to include short-range airborne transmission and spatial viral con-
centration, is being considered as a potential extension of the current infection model.

Solving the differential equation, we get:

C(t) =
qR · n
λqRR · V

−
(

qR · n
λqRR · V

− C0

)
e−λqRRt, (5)

where C0 ≡ C(0), and the quantity Cequilibrium ≡ qR·n
λqRR·V represents the equilibrium value that is

reached in the steady-state regime.
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Equation (5) is valid when all variables are constant over the full time range. In our model, qR,
n and λqRR may also be piecewise constant functions of time; a new value is assigned to each variable
every time a condition changes in the room, in particular when an infected person(s) enters or leaves the
room, or when the ventilation rates changes (which leads to a modification of λqRR, see next Section).
In-between such transition times, e.g. tn and tn+1, all variables are constant and Eq. (5) is valid provided
C0 is replaced by C(tn), and t by t− tn. C(tn) is in turn computed from the knowledge of the previous
regime between tn−1 and tn; in practice all these computations are done recursively, using an efficient
caching mechanism to avoid computing the same concentration twice.

2.2.2 Quantum removal rate
The effects of air exchange, settlement or deposition inside the room, viral inactivation or biological
decay and removal by filtering through an air cleaning system may be considered in a simplified form
by combining the contributions from these four rates into one property λqRR [12], by means of the
summation

λqRR = λACH + λdep + λbio + λHEPA, (6)

where λACH, λdep, λbio and λHEPA (all in h-1) are the removal rates related to ventilation, gravitational
settlement, biological decay and particulate filtration, respectively.

2.2.2.1 Effect of ventilation

Effective ventilation is a known preventive measure to mitigate airborne transmission [1]. The supply of
clean outdoor air, referred to as ’fresh air’, is important to locally dilute the airborne virus and remove
the pathogens by exchanging them with fresh air.

The removal rate due to ventilation (λACH) via mechanical or natural means, is obtained from the
amount of fresh air supplied to the space and the volume of the room:

λACH =
QACH

V
, (7)

in which QACH represents the volumetric flow rate of fresh air supplied to the room (in m3 h-1) and V its
volume (in m3). QACH will depend on the type of ventilation used.

Mechanical ventilation is considered when the indoor space benefits from active means to supply
fresh air, powered by equipment such as motor-driven fans and blowers normally installed in air handling
units (AHU) of Heating, Ventilation and Air Conditioning (HVAC) systems. The fresh air flow rate for
mechanical ventilation is considered at the level of the supply grilles or diffusers. For energy efficiency
reasons, some air handling units might be suited with a mixing chamber to recycle part of the return air
extracted from the indoor space. In this specific case, it is proposed to evaluate QACH by including only
the portion of fresh air supplied in the space (i.e. total supply flow of the AHU minus the recycled air
flow). If the AHU is fitted with an HEPA filter, the portion of recycled air shall be included in λHEPA

(cf. Section 2.2.2.4).

Although the use of mechanical systems in Europe is increasing, the overall distribution of vent-
ilation systems allocates the greatest share to natural ventilation [55], which generates a flow of fresh
air coming directly from outdoors, created by a pressure differential through permanent or temporary
openings in the building’s facade. This pressure differential is caused either by: i) outdoor and indoor
temperature difference, where the buoyancy force arising from gravity and the difference in air densities
can be used to drive the flow, or ii) wind contouring the building structure, where the velocity profile,
on both facades, creates a windward and leeward exposure. To establish a wind-driven flow, the indoor
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space in question shall have openings on opposite facades (windward and leeward exposure). In addition,
the pressure difference depends on the mean wind boundary velocity, which fluctuates during the course
of the day, ranging in intensity and geological direction. With this said, and in view of simplifying the
model, this paper will only consider a buoyancy-driven flow arising from natural ventilation.

To streamline the estimation of QACH, additional simplifications and assumptions are proposed.
We consider single-sided natural ventilation, i.e. openings on one facade, although in reality occupants
generally open windows and doors connecting to corridors or other volumes (i.e. cross ventilation).
The later form of natural ventilation might extend the pressure gradient beyond the volume of the room
yielding potentially higher flow rates that would reduce the risk, hence our choice is conservative. The
limiting depth for effective single-sided ventilation is typically 5.5 m or up to 2.5 times the room height,
therefore this limitation is included in the model [56].

The fresh air flow QACH for single-sided natural ventilation is derived from a combination of
Bernoulli’s equation and the ideal gas law [57]:

QACH =
Cd ·A

3

√
g · h ·∆T
Tavg

, (8)

where Cd is the discharge coefficient; A is the area of the opening (in m2); g is the gravitational acceler-
ation (in m s-2); h is the height of the opening (in m); ∆T is the indoor/outdoor temperature difference
and Tavg is the average indoor/outdoor air temperature (in K). Equation (8) is valid when ∆T is positive
and not too large (≤ 10 K).

The discharge coefficient Cd represents the fraction of the opening area that is effectively used
by the flow - it is smaller than the actual area of the opening because of e.g. viscous losses [57]. For
sliding or side-hung windows, Cd is estimated at 0.6 [56, 57]. For top- or bottom- hung windows, Cd

depends on the opening angle φ (in deg) and the ratio w
h (with w the width of the window), according to

the following rule [56]:

Cd = Cd,max [1− exp(−M · φ)] , (9)

whereM and Cd,max are given for different values of wh in Table 3. The opening angle φ can be obtained
via

sin

(
φ

2

)
=

L

2h
, (10)

with L the size of the opening (i.e. such that A = h · L).

For the simulation results of Section 4 we consider events in the winter period with a constant
temperature difference ∆T of 10 K and in the summer with a constant ∆T of 2 K. The indoor temperature
is also assumed constant during the exposure. In the absence of natural and mechanical ventilation, the
removal rate λACH will be governed by the air infiltration of typical buildings. In this study we assume
a constant average value of 0.25 h-1 [58].

For this study we considered a standard sliding-type window with a height h of 1.6 m and an
opening length L of 0.6 m.

Table 3: Discharge coefficient parameters for Eq. (9) for top- or bottom-hung windows, as a function of the width over height ratio w
h

[56]

w/h < 0.5 0.5 ≤ w/h < 1 1 ≤ w/h < 2 w/h ≥ 2

Cd,max 0.612 0.589 0.563 0.548
M [deg−1] 0.06 0.048 0.04 0.038
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2.2.2.2 Biological decay

The environmental conditions have an impact on the stability and viability of the virus in air. The half
life of SARS-CoV-2 in aerosols was initially measured with a median of 1.1 hours, equivalent to SARS-
CoV [59]. However, in this reference the measurements were performed at room temperature (23◦C)
and with a relative humidity (RH) of 65%, which is not the nominal humidity level one would assume
for indoor spaces in specific seasons of the year, e.g. during the winter period. The humidity of the
air in the room plays a decisive role in the capacity of the viruses to survive [60–62]. Air with a low
relative humidity (typically under 40%) allows smaller particles to desiccate quickly and, while the water
is completely removed, the salt content of the droplet nuclei might crystallize ending up preserving the
viruses by forming a sort of protection cover. This mechanism explains why flu epidemics frequently
occur during the winter period with the effect of central heating, which desiccates the air by adding
sensible heat and increasing its enthalpy at a constant specific humidity. It is also apparent that the
ambient humidity may play a role in the effectiveness of the bodies natural defense mechanisms against
airborne viruses, with low humidity increasing susceptibility to infection.

However, a comprehensive model of the interplay between temperature, humidity and viral infec-
tiousness remains a topic for further study. In this paper, we do not consider the effect of temperature on
half life, although we acknowledge that there is significant data linking increases in temperature with a
reported decrease in half life. We apply a simplification of the three-regime model proposed by Yang et
al. [61] for seasonal influenza, with only two humidity regimes considered (RH < 40% and RH > 40%).
In each humidity regime, we use values consistent with Figure 3A [60] for the extrapolation of the half
life of the virus. In the low humidity regime (RH < 40%, 20◦C), virus viability after 1 hour is 70%,
compared to 20% in the high humidity regime (RH > 40%, 20◦C). We use the ratio of these two values
to scale the half life for the low humidity regime as follows:

– In the mid/high humidity regime, we consider a half life of 1.1, based directly on Ref. [59], such
that λbio = ln(2)

1.1 ≈ 0.63 h-1.
– In the low humidity regime, we apply the extrapolation based on the data from Ref. [61], and

obtain a half life of 3.8 such that λbio ≈ 0.18 h-1.

The ratio of the half lives in our low humidity and high humidity regimes is 3.5, similar to that
reported in the literature, notably in Ref. [63], where median half lives of 6.4 hours (RH = 40% at 22◦C)
and 2.4 hours (RH = 65% at 22◦C) are reported in Figure 1b, giving a ratio of 2.6. The method employed
in the aforementioned study, namely capture on polypropylene surfaces, is consistent with reports of
longer viral half lives. We therefore consider this to be a conservative figure for the regime RH < 40%,
since the reference is taken at the start of the low humidity region.

In the model, we differentiate between the two regimes on the basis of the corresponding average
seasonal indoor humidity, due to the effect of central heating. Unless specified otherwise, the default
humidity regime discussed in Section 4 is RH > 40%.

2.2.2.3 Gravitational settlement

Once particles are airborne, they are subject to aerodynamic forces which tend to balance with the forces
of gravitational nature (dead weight), with the absence of additional momentum. Using the Stokes law,
one can analytically calculate the settling velocity of a certain particle, corresponding to equilibrium
between the sum of the drag and buoyancy forces and the downward force due to gravity:

υ =
(ρp − ρair)(D · 10−6)2 · g

18 µair
, (11)

where, ρp and ρair (in kg m-3) are the mass densities of the particle and air, respectively, g is the gravit-
ational acceleration (in m s-2), D is the diameter of the particle (in µm) and µair ≈ 1.8 · 10−5 kg m-1 s-1

(at room temperature and atmospheric pressure) is the dynamic viscosity of air.
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Assuming the composition of a given airborne particle is dominated by water and/or organic
solutes of similar density, the proposed mass density for ρp is 1000 kg m-3 [20]. The mass density
of air (ρair) is taken at 1.2 kg m-3. Assuming that the droplets are falling from the mouth or nose of a per-
son standing, the height at which the terminal velocity (obtained from Eq. (11)) is reached, is considered
at approximately h = 1.5 m. Thus, particles with a diameter D ≤ 3 µm have a settling time higher than
one hour and a half (and it even reaches more than 13 hours for D = 1 µm), whereas larger droplets with
D ≥ 10 µm are only able to maintain airborne for approximately 8 minutes and less (cf. Fig. 4). There-
fore, the phenomenon of particle evaporation introduced in Section 2.1.3, which reduces the particles’
size, has a significant effect on the total amount of airborne particles which could potentially be inhaled
by exposed hosts.

Figure 4: Effect of gravitational settling in standard indoor environments with typical air flow conditions. The solid line with circular markers
represents the settling time of particles as a function of their size, assuming a terminal velocity at h = 1.5 m from the floor. The dashed line
with the triangular markers represents the removal rate due to gravitational settling.

For simplification, we’ve adopted an envelope particle diameter to calculate the settling velocity.
We chose it at 2.5 µm, i.e. approximately the geometric mean of the particles emitted when breathing
(see Table 1) – the geometric mean, rather than arithmetic, is chosen due to the stronger effect of larger
particle sizes in Eq. (3). This yields:

λdep =
v

h
= 0.45 h−1, (12)

which is in agreement with other studies [15, 19].

2.2.2.4 Air filtration

The removal of airborne particles in a closed volume can be achieved by cleaning the air using High-
Efficiency Particulate Air (HEPA) fibre-based mechanical filters. HEPA filters are the most efficient
mechanical filters in the submicron range, increasing the probability of capturing viral-containing droplet
nuclei in the air [64,65]. The effect of this mechanism on the removal rate is determined by the volumetric
flow rate of the air passing though the filter, multiplied by its efficiency (ηf) and taking into account the
effectiveness of the system in reducing a certain percentage of the particle load within 20 minutes (PR20).
Figure 5 shows the effect of increasing the air exchange rate of the HEPA device on the particle removal
efficiency, which can be determined by:

λHEPA(PR20) =
QHEPA

V
· ηf , (13)

in which QHEPA (in m3 h-1) is the effective flow rate through the device; PR20 is the particle removal
objective; ηf is the filter efficiency. For HEPA filters certified according to EN 1822 standard [66], ηf
is 99.95 % and 99.995 %, for the corresponding H13 and H14 classes, respectively. Due to the high
efficiency of both filter classes, this term can be neglected. The commercial filtering device should be
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Figure 5: Time required to remove a fraction of the total particle load with HEPA filtration as a function of the mechanical performance of the
device (in ACH). To reach a reasonable removal efficiency (e.g. 80 %) in an acceptable time frame (e.g. 20 min), we would need to select a
device that would provide a removal rate (λHEPA) of about 5 ACH.

selected to ensure a nominal flow rate that is able to reduce sufficiently the particle load. The effectiveness
of the system determines how fast the particle load is reduced in a volume. This approach is frequently
used in industry, namely in the design of clean rooms [67], although this parameter is determined in the
decay zone of the concentration profile (C(t) = C0 e

−λqRR t) where the generating source is not present
(i.e. qR = 0). In reality, the effect of a constant qR > 0 in the presence of an HEPA filter will be included
in the solution of Eq. (5), therefore we use the effectiveness of the filter as an input for λHEPA when
selecting the device. Hence, we opted to consider a particle removal objective (PR20), of at least 80%
that would yield an exchange rate ≥ 5 air changes per hour (ACH). For this study we used:

λHEPA(0.8) = 5 h−1, (14)

which is comparable with other design values for biological safety labs and hospital wards [68].

2.3 Quantum dose inhaled (qD)
The dose, qD (in quantum ’q’), which is inhaled by the exposed host, is determined by integrating the
quantum concentration profile over the exposure time, multiplying by the breathing flow rate, the fraction
of viral-containing particles that deposit in the respiratory tract and the inward filtration efficiency of the
PPE, if worn:

qD =

∫ t2

t1
C(t) dt · BRk · fdep · (1− ηin), (15)

where t1 and t2 are the start and end exposure times (in h), respectively; fdep is the deposition fraction
in the respiratory tract and ηin is the inward efficiency of the PPE (values between 0 and 1).

Note that the breathing rate is directly proportional to the dose, hence the physical activity plays
an important role in airborne transmission. Equation 15 is valid for a single exposure from t1 to t2. If
during the simulated event, the susceptible hosts are exposed to multiple independent exposure scenarios
(e.g. they leave the enclosed volume for a lunch break), the quantum dose rate is given by:

qD =

n∑
i=1

∫ ti+1

ti

C(t) dt · BRk · fdep · (1− ηin), (16)

where ti and ti+1 are the start and end times (in h) of each exposure, respectively; n is the total amount
of independent exposures in the same event (i.e. subject to the same quantum concentration profile).
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2.3.1 Inward effect of face covering
In case the occupants are wearing PPE (e.g. respirators), such as N95 and FFP2, both the filtration
efficiency and leak-tightness requirements are defined in the concerned test standards in the USA or
European Union, i.e. NIOSH-42 CFR Part 84 [69] and EN 149 [70], respectively. Both standards use a
mean particle size of a factor 10 smaller compared to those of surgical masks: 0.3 µm. According to EN
149, the inward leakage requirement for FFP2 is 8%. Despite knowing that source control measures, e.g.
surgical masks, are not meant as PPE, they are still found to have an inward efficiency between 30% and
80% [50,71]. This variability might be linked to how well the mask is fitted to the wearer’s face. Similar
to Section 2.1.5, we profit from empirical data [47, 50, 51] to derive the inward efficiency of surgical
masks and use the standard certification values for PPE, which include fitting requirements. In the end
the values for inward efficiency of N95/FFP2 respirators and of surgical masks are derived from:

ηin =


0 No mask
0.50 Surgical mask
0.95− (0.95 · 0.08) = 0.87 N95/FFP2

In the proposed model, a constant value of ηin is equally applied to all susceptible hosts.

2.3.2 Effect of particle deposition in respiratory tract
From a pure physical point of view, the respiratory tract acts as a filter where particle deposition is dis-
tributed along its depth [3]. Similar to a mechanical filter, the three main mechanisms are i) inertial
impact: large particles (> 2.5 µm) generally deposit in the nasopharyngeal region down to the bronchi;
ii) diffusion: very small particles (< 0.3 µm) diffuse and deposit randomly on the surfaces of the airways
and iii) sedimentation: intermediate-size particles (between 0.3 µm and 2.5 µm) - that are small enough
to go into bronchioles and alveoli but big enough to avoid the Brownian motion effect - penetrate deep
into the lower respiratory tract [72]. COVID-19 infections can occur from SARS-CoV-2 virus binding to
ACE receptors which are abundant in nasal and bronchial epithelium and alveolar epithelial cells, cover-
ing both upper and lower bounds of the tract [73]. Therefore, it is not prudent to consider that only the
smallest particles that reach the lungs contribute to the infection. The virus can start replicating in the
nose/mouth, migrating down to the airways and entering the alveolar region of the lungs to induce acute
respiratory distress [74]. With this said, one can conclude that the fraction of inhaled particles that are
absorbed in the respiratory tract (fdep) is greater than zero, however, the respiratory tract does not absorb
all the infectious aerosols which are inhaled. Even if all the particles penetrate into the pulmonary region,
not all are absorbed by a susceptible host since a fraction of these particles will be re-ejected once again
from the airways, while exhaling, therefore 0 < fdep < 1. A suitable practical illustration is the observa-
tion that individuals can inhale and exhale smoke particles. According to the International Commission
on Radiological Protection (ICRP) particle deposition model, adapted by Hinds [72], approximately 60%
of the total amount of inhaled particles are deposited in the respiratory tract, hence we use here

fdep = 0.6 .

2.4 Estimation of the Probability of Infection
The original Wells–Riley equation (Eq. (1)) predicts the number of new infections (N ), based on the
number of susceptible occupants (S) and, as mentioned, a Poisson probability distribution centred on the
steady-state dose of quantum viruses inhaled over time (t). In this study we have included the dynamics
of a transient quantum concentration over time, thus updating Eq. (1) to

N = S(1− e−qD), (17)
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with qD obtained from Eq. (16).

The ratio between the number of new infections and susceptible hosts corresponds to the attack
rate of a certain hypothetical outbreak. This in turn leads to an estimation of the probability of infection,
depending on the quantum dose, represented by

P (I|qD) =
N

S
= (1− e−qD), (18)

where P (I|qD) denotes the conditional probability of event I (infection) for a given value of the quantum
dose qD. The probability of infection P (I) can be determined as:

P (I) =

∫ +∞

0
P (I|qD) · f(qD) dqD, (19)

in which f(qD) represents the probability density function (PDF) of qD. The variability of the simulated
quantum dose is accounted for by means of a probabilistic approach. By neglecting the effects of such
a variability, P (I) would be underestimated [7]. The number of new infections (N ) is equivalent to the
basic reproduction number (R0), if a single individual is infected during transmission.

As mentioned above, the model predicts that each inhaled quantum of virions deposited in the
respiratory tract will be considered as a potential infectious source. The original Wells–Riley formulation
only predicts new cases with the assumption that the incubation period is longer than the time scale of the
simulation. Since the incubation period of COVID-19 is 1-2 weeks [75], the evaluation should be within
this timeframe. This assumption is acceptable since He et al. [4] found less than 0.1% of transmission
to secondary cases 7 days prior to symptom onset. It is important to note that the results of infection
probabilities only take into consideration the airborne transmission of the virus. It does not include
short-range aerosol exposure (where the physical distance of 1-2 meters plays a critical role), nor the
other known modes of SARS-CoV-2 transmission such as fomites. Hence, the results from this study
are only valid when the other recommended public health & safety instructions are observed, such as
adequate physical distancing, good hand hygiene and other barrier measures.

2.5 Probabilistic approach to the qR and qD estimation and infection dependency on qID and
vl

In this paper, the quantum dose qD is calculated solving the integral in Eq. (16) for some given time
intervals, plugging-in the concentration function from Eq. (5), where the presented variables (e.g. fdep,
BRk, etc.) are considered as time invariant. To account for the aleatory uncertainties, which affect BRk,
vl and qID, such variables are treated herein as random, with the result that qR, calculated by Eq. (2),
is considered random as well. As mentioned in Section 2.1.6, the BRk dataset [52] has been fitted with
a Log-Normal distribution model. Concerning the viral load vl, despite its large variability and the fact
it comes from one single source [25], the data has been considered as trustworthy. From this data, a
distribution function has been obtained using the Kernel Density Estimation (KDE) technique. Table 4
summarizes the adopted distribution models and the related statistics.

Since the literature did not offer any reliable indication on the frequencies of qID (cf. Sec-
tion 2.1.4), we opted to describe the randomness of qR and, therefore, qD in terms of conditional
probability for a given value of qID. Thus, we refer to f(qR|qID) and F (qR|qID) respectively as
the probability density function (PDF) and the cumulative distribution function (CDF) of qR for a given
value qID. Analogously, for the sake of clarity, we indicate f(qD|qID) and F (qD|qID) respectively as
the PDF and the CDF of qD for a given value of qID. The values of such PDFs and CDFs are estimated
by applying Eqs. (2), (5) and (16) for each value BRk and vl obtained by plain Monte Carlo Simulations
(MCS) from the distribution models described in Table 4.

17



Referring to Eq. (19), the conditional probability of infection P (I|qID) for a given value of qID
can be determined as

P (I|qID) =

∫ +∞

0
P (I|qD) · f(qD|qID) dqD. (20)

It is also worth to discuss qR as a function of vl and qID, as presented in Eq. (2). By plugging it in Eq. (5)
and with some substitutions in Eq. (16) we may define also qD as a function of these two variables. This
way, through Eq. (18) we can define the conditional probability of infection P (I|vl, qID) for given values
of vl and qID. Then, Eq. (20) can be written also as P (I|qID)=

∫ +∞
0 P (I|vl, qID) · f(vl) dvl, where

f(vl) is the probability density function of vl.

The results of the application of this approach are presented in the Section 4.

Table 4: Summary of random variables for qR

Random (stochastic) variables
Expiratory

Activity
Variable Symbol Mean SD Unita

Fitting
Distribution Model

All

Breathing flowrate BRk

Seated BRse 0.51 0.053

m3 h-1 Log-Normal
Standing BRst 0.57 0.053

Light activity BRl 1.24 0.12
Moderate activity BRm 1.77 0.37

Heavy activity BRh 3.28 0.72

Viral load vl 6.6 1.7
log10 RNA
copies mL-1

Gaussian Kernel Density
Estimation from dataset [25]

a Unit conversion might be necessary to compute qR

3 Occupation and activity profiles
The model supports a piecewise occupation profile where both the infected or exposed hosts can migrate
in and out of the room at a given time, representing a close to real-life occupancy. In addition, we
included a set of default activity profiles in terms of vocalisation activity and physical effort, which
provide a weighted average of quantum emissions, depending on the type of activities performed in each
scenario.

The scenarios chosen in this study, and their respective baseline activity, adopted measures and
geometric parameters, are summarized in Table 5. The baseline preventive measures are not a repres-
entation of any particular real-life scenario, and shall not be used as a comparison with actual settings
nor to the local public health related measures. We consider that during the breaks, the occupants leave
the room and do not gather together in another indoor space, i.e. it considers a lapse of time where the
occupants are not exposed to any airborne viruses.

To benchmark our model we used a case study of the epidemiological investigation on the Skagit
valley chorale outbreak, by Miller at al. [19]. The outbreak recorded an attack rate between 53% and
87%, and the study indicated an estimated quantum generation rate of 970 q h-1.

4 Results and discussion
4.1 Quantum generation rate and infectious dose
The results of the probabilistic approach to the quantum generation rate qR, described in Section 2.5,
are shown in Fig. 7 and Fig. 8. The average quantum generation rate for breathing (considering all
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(a) Without masks (b) With masks

Figure 6: Example illustration of a ski cabin on the way up the mountain while occupants are a) wearing masks and b) not wearing masks. The
red dots represent the infectious airborne particles and in blue larger droplets. From a) to b) one can visualize the effect on capturing the large
droplets and the reduction of airborne particles by roughly half.

physical activities) is substantially lower compared to speaking and shouting (factor of 75 and 377 less)
which explains the importance of vocalisation in the airborne transmission of respiratory viruses. In this
section, we adopt the notation "median [90% CI: 5th percentile - 95th percentile]" to give an immediate
description of the histograms related to the samples generated by Monte Carlo simulation (MCS). This
way, the median values and the limits of a 90% confidence interval (CI) of qR for shouting and a light
physical activity are 43 [90% CI: 0.02- 7400], 8 [90% CI: 0.003 - 1500] and 4 [90% CI: 0.002 - 740]
q h-1 for qID equal to 100, 500 and 1000 RNA copies q-1, respectively. As expected, the distribution
of qR is highly governed by the range of viral load data used in the simulation (Fig. 7). Although
one could define boundaries to reduce the variability of the data, we would lose the real-life effects
on the particular dynamics of this disease. Comparing these results with the Skagit Valley Chorale
superspreading event [19], where the authors estimated a qR = 970 ± 390q h−1, this would correlate
in our data for someone shouting, light activity and in the range of the 80th percentile for a qID =
100, i.e. F−1qR|qID=100(0.8) = 1080q h−1, where F−1qR|qID=100(·) is the inverse conditional CDF of qR
for qID = 100. Quantum generation rates were reported for other respiratory viruses and show good
agreement with the results from the model showing that the mean quantum generation rate for breathing
is below the estimated range for Influenza in an airplane outbreak [18] and for Measles in a school
outbreak [14]. As mentioned above, the effect of vocalisation dramatically increases the generation of
quanta per unit time, bringing the values comparable with recorded outbreaks for Measles and the upper
limit of Tuberculosis [76] (cf. Fig. 9).

These results indicate that one SD from the mean increases qR by approximately 2 orders of
magnitude: mean = 1.4 log10 (q h−1) and mean + 1SD = 3.1 log10 (q h−1), for qID of 100 RNA copies
q-1. This is also consistent with the existence of super-emitters causing superspreading events [77],
where a small fraction of individuals are found to emit much more particles than others [21, 78, 79].
The combination of super-emitters with high viral loads are a recipe for superspreading events causing a
high attack rate of new infections, such as the Skagit Valley Chorale. Therefore, we conclude our model
benchmarks the results in [19] assuming a qID of 100 RNA copies for a non-VOC, so that the attack rate
can be expressed as P (I|qID = 100).

Regarding the different virus variants and their qID, the result of tuning the infectious dose such
that the effective reproduction number with VOC 202012/01 is 55% higher (cf. Section 2.1.4) yields the
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Figure 7: Results of the MCS for the determination of the quantum generation rate distribution for an infected host shouting, while undertaking
light physical activity and assuming a qID = 100. The vertical axis of the three histograms correspond to the estimation of distribution PDFs.
The median qR value is 43 q h−1 with a mean (SD) of 1.4 (1.7) log10(q h−1). The superspreader range is represented by the values one
standard deviation from the mean, where qR > 1400 q h−1. Results computed from a 200 000 sample Monte Carlo simulation; the data used
is described in Section 2.1 and associated subsections.

following ratio:
qIDB.1.1.7

qIDnon−V OC
= 0.6, (21)

which returns an estimated infectious dose of 60 RNA copies q-1, hence the conditional probability
P (I|qID = 60) in Eq. (20) would correspond to P (I) from Eq. (19), for hosts infected with VOC
202012/01. This was achieved simulating a large community outbreak, with 60 occupants (in which one
was infected) where the ratio between the basic reproduction numbers using qID = 100 and qID = 60
resulted in a 55% increase in transmission. Due to the prevalence of the VOC at the time of writing, we
assume a default infectious dose qID of 60 RNA copies q-1, unless specified otherwise. This way and
for the sake of simplification, in the following, we will indicate with P (I) the conditional probability
P (I|qID = 60) and, analogously, with P (I|vl) the conditional probability P (I|vl, qID = 60), unless
specified otherwise.

It should be noted that the conditional approach for qID is considered to be a fragile aspect of the
model that can be tuned once further data is published.

The effect of source control masks yields a reduction of the median qR by a factor of 5.4 - qR
without masks: 43 [90% CI: 0.02 - 7400]; qR with masks: 7.9 [90% CI: 0.03 - 1349] log10(q h−1).
This is in agreement with Asadi et al. studied the effect of particle emissions with surgical masks and
measured a factor 6 reduction [47].
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(a) (b) (c)

Figure 8: Estimation of the conditional cumulative probability of qR based on 200 000 MCSs for different expiratory activities (Breathing,
Speaking and Shouting - from top to bottom) and different physical activities (Seated, Light and Heavy activity), given an estimated quantum
infection dose qID of (a) 100, (b) 500 or (c) 1000 RNA copies per q. The values are without the effect of face covering (ηout = 0).

4.2 Concentration profiles and probability of infection
The successive application of Eqs. (2) and (5) to the samples of BRk and vl, generated by MCSs
on the distributions in Table 4, permits to obtain corresponding samples of the quantum concentration
C(t) and, therefore, to estimate its mean and significant percentiles at a given time. Following this
approach for the the classroom scenario, we obtain the results presented in Fig. 10, which shows the
quantum concentration over the exposure time, assuming a homogeneous mixture reaching a mean peak
concentration of 2.37 [90% CI 0.07 - 12.4] q m-3. Once again the wide confidence interval is governed
by the viral load distribution, as previously discussed.

The results for the stochastic determination of the probability of infection from an exposure to
VOC 202012/01, and consequent new cases N , for each baseline scenario can be found in Table 5). This
provides a clear indication of the importance of proper ventilation and face coverings in the dissemination
of the virus, in particular when in combination with events attended by many occupants. Once again the
results are in agreement with our benchmark outbreak scenario, namely the Skagit Valley Chorale [19].
The outbreak had an estimated attack rate in between 53-87% [19], whereas our model predicts an
infection probability of 32%. On the other hand, taking rather the 80th percentile to outline the effect
of a ‘superspreading event‘, one get a probability of infection of 79%. Scenarios with neither efficient
exchange with fresh air nor mask-wearing policies, yield the largest probabilities of infection.

Recent guidance has emerged to encourage natural ventilation in classrooms [81], although, in
practice the use of natural ventilation via open windows might be found to be either i) uncomfortable for
children due to low outdoor temperatures during the winter or ii) insufficient air ingress due to temperat-
ure equilibrium between indoor and outdoor air during the summer. The best solution would be to equip
schools with properly sized mechanical HVAC systems, although it is sometimes complicated to perform
retrofitting works within existing installations. A quick, easy, affordable and effective solution would be
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Figure 9: Comparison of the quantum generation rates reported in different outbreaks (Wells-Riley model) with the results of this study.
SARS-CoV-2 reflects the results from MCSs for a light physical activity and different expiratory activities (Breathing, Speaking, Shouting),
assuming an infectious dose qID = 100 RNA copies q-1. The violin plots denote the histograms of qR, with the bottom and top bars indicating
the 5th and 95th percentiles and the larger bar in-between indicating the mean. The red dashed line indicates the outcome of the Skagit Valley
Chorale outbreak study [19]. For the other respiratory viruses shown in the x-axis, the grey bars illustrate the range of qR reported for different
outbreaks. SARS-CoV: outbreak in hospital - estimated qR: 28 q h−1 [80]; Influenza: outbreak in an airplane flight - estimated qR: 15 -
128 q h−1 [18]; Measles: outbreak in a school - estimated qR: 480 - 5580 q h−1 [14]; Tuberculosis: several outbreaks in clinical settings -
estimated qR: 1 - 30000 q h−1 [76].

Figure 10: Results of the quantum concentration profile over the exposure time in the classroom scenario. The solid blue curve represents the
mean concentrations with the dashed lines representing the 90% CI (5th percentile - green curve; 95th percentile - red curve). The blue shaded
area illustrates the independent exposures block (i) mentioned in Eq. (16), during which the occupants are indeed exposed to the airborne
viruses. Consequently, the white gaps correspond to the breaks where the occupants leave the room.

the use of HEPA filters. Installing HEPA filters ensuring, as a minimum, λHEPA(0.8) = 5 h−1, would
reduce the mean absorbed quantum dose by a factor of 5.3 compared to no natural ventilation − qD
windows closed = 4.8 q [90% CI: 6×10-5 - 25]; qD with HEPA = 0.9 q [90% CI: 1×10-5 - 4.9], and a
factor of 4.3 compared to the baseline scenario of periodically opening the windows every 2 hours for
10 minutes − qD baseline = 3.9 q [90% CI: 5×10-5 - 21]; qD with HEPA = 0.9 q [90% CI: 1×10-5 - 5]
(Fig. 11a). Measurements performed in school classrooms reported a similar result showing that inhaled
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(a) Classroom scenario - Mean of C(t) and qD (b) Waiting room scenario - Mean of C(t) and qD

Figure 11: Illustration of the estimated mean quantum concentration profile C(t) over the exposure time and consequent estimated mean
quantum dose qD absorbed by the exposed host, for different combination of measures represented by the different colors. The solid lines
represent the concentration (left y-axis) and the dotted lines represent the cumulative quantum dose (right y-axes) which is shown both in unit
quantum "q" or RNA copies. (a) Results for the classroom scenario. The horizontal dashed line denotes the quantum infectious dose limit.
Time = 2 h corresponds to a 30 min yard break and first window opening for 15 min (if applicable); time = 4 h to a 1 hour lunch break and
second window opening for 15 min (if applicable); time = 6 and 8 h to a third and fourth window opening for 15 min (if applicable); time =
7 h to a second 30 min yard break. (b) Results for the waiting room scenario. The drops in the curve with the periodic venting correspond to
opening the window every 20 min for a duration of 5 min.

dose is reduced by a factor of 6 when using air purifiers at 5.7 h-1 [82]. Moreover, simply with either
installing a HEPA filter or maintaining multiple (four) windows open permanently, one would get a mean
qD lower than 1 q, i.e. one would not reach the infectious dose of 60 RNA copies q-1 (VOC 202012/01).
The results also show that opening the windows for 10 minutes every 2 hours is not an efficient natural
ventilation strategy since the mean qD would reach the infectious dose before the first yard break (i.e.
after 2h in the classroom). Deciding to open multiple windows permanently, reduces the mean qD by a
factor of 9.8 compared to the baseline − qD baseline = 3.9 q [90% CI: 5×10-5 - 21]; qD with multiple
windows = 0.4 q [90% CI: 6×10-6 - 2.3].

The other scenario which deserves attention is the waiting room, which could well be equivalent to
any public setting where the volume is small, multiple people are present and without proper ventilation
nor face coverings. Due to the relatively low exposure time (2h), the individual full infection probability
P (I) might seem quite low, yet the event scenario would not be effective in breaking the chain of trans-
mission since N = 1.45 > 1. As discussed above, a valid solution is the installation of HEPA filters or a
sound natural ventilation strategy. Despite a universal promotion of natural ventilation, the practical im-
plementation and associated guidance are often conflicting. Several nations in Europe provided different
guidance with respect to the opening of windows for natural ventilation [83], ranging from the periodic
opening of windows for 10 to 15 minutes twice a day or simply opening the windows every 20 min. The
duration and frequency of venting, as well as the temperature difference and wind incidence, is crucial
for a sufficient air exchange and thus reducing the concentration of viruses (cf. Section 2.2.2.1). Our
study suggests that a few openings during the course of the day (e.g. > 4-5 times per 8h) is comparable
to not opening the windows at all for cases in which the equilibrium concentration without ventilation is
very high (Fig. 11). To achieve results comparable with permanently opened windows, the periodicity of
frequent venting should be high, i.e. every 15 to 20 minutes (Fig. 11b).

In addition to the periodicity of opening the windows, the temperature difference between outdoor
and indoor air also plays a role. For the waiting room scenario, opening the windows during the winter
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would yield a mean qD of approximately 0.06 q [90% CI: 7×10-7 - 0.3] which is about a factor 3.7
reduction compared to having the windows closed, i.e. a mean qD of approximately 0.22 q [90% CI:
3×10-6 - 1.1]. For an equivalent venting during the summer period the reduction factor falls to 2.4 with
a mean qD of approximately 0.09 q [90% CI: 1×10-6 - 0.5]. This concludes that natural ventilation is
approximately twice as effective during the winter than during the summer. These findings are consistent
with the analytical approach, where the removal rate λACH is proportional to

√
∆T (see Eq. (8) – ∆T

being 10 K in winter vs. 2 K in summer), slightly compensated by the lower biological removal rate
λbio in the winter due to the effect of low RH. If one would need to prioritize the requirements and
streamline the ventilation guidelines, the prescriptions should be towards leaving the windows open at
all times independently of the season, since a window open during the summer is more efficient than
a periodic venting for 5min every 20 min during the winter (Fig. 11b) - once the windows are closed
the concentration increases at a faster rate achieving a higher value the next time the window opens. To
summarize, natural ventilation is less effective during the summer period, although still more effective
than the most conservative periodic venting scenario in Ref. [83] (i.e. frequent opening every 20min),
as shown in Fig. 11. Natural ventilation is, nonetheless, very important and our study would suggest
leaving the windows open at all times for maximum viral removal efficiency.

Analysing the effect of natural ventilation from a slightly different angle, a study has shown that
higher airborne pollen concentrations might have an effect on increased infection rates [84]. Hence,
opening the windows during the local pollen season may also induce a second order, detrimental effect
on the infection probability which is not included in this study. However, it is safe to say that HEPA
filtration will also help in reducing the pollen load in a given volume providing an extra mitigation
measure to this effect. A further study could aim at including the pollen load as a variable in the model.

Figure 12: Conditional probability of infection P (I|vl) (shared of-
fice scenario), with a 98% CI (blue shaded area). vl0.05 = 107.8 and
vl0.95 = 109.5 are the critical viral load values for which P (I) = 5%
and P (I) = 95%, respectively, dividing the range of viral loads into
three shaded regions (in green, orange and red).

This study also enabled analysis of some
interesting relationships with viral load dur-
ing transmission. The conditional probability
of transmitting the disease to other occupants
P (I|vl) for a given viral load value in a defined
indoor environment can be discussed by analys-
ing 3 different zones in Fig. 12. For viral loads
below a critical value vl0.05, the probability of in-
fection is close to 0%, whereas above vl0.95 the
probability is close to 100%. This demonstrates
the aforementioned importance of the viral load
of the infected host at the time of transmission,
for the chances in breaking the chain of transmis-
sion - i.e. reaching P (I) ≈ 0. The threshold val-
ues vl0.05 and vl0.95 depend on the effectiveness
of the prevention measures. By adding stricter
measures the P (I|vl) graph would move to the
right, whereas relaxing the measures would shift
the values to the left. Therefore, a less conservat-
ive approach in terms of preventive measures would increase the likelihood of infectious hosts with lower
viral loads in transmitting the disease, as shown in Fig. 13.

The data also indicates that the probability of infection follows a quasi-binary relationship, i.e.,
for a given scenario either transmission will not occur (P (I) ≈ 0) or will occur (P (I) ≈ 1). This
can be observed by analysing the histograms in Fig. 13a - 13b (iii), where the majority of the samples
generated by MCSs on viral load distribution leads to a value of P (I|vl) in the neighborhood of the
lower and upper bounds 0 and 1. The probability of falling within the orange zone in the baseline
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scenario (vl0.05 < vl < vl0.95) is 28%, which is spread throughout the range 0.05 < P (I|vl) < 0.95. It
is understood that the detection of viral RNA copies does not necessarily mean an equal amount of viable
virus (i.e. virions), although the results of this study strikingly correlate to the findings of van Kampen
et al. [85] where the probability of isolating infectious SARS-CoV-2 viruses in RNA samples starts to
increase with viral loads larger than 106 RNA copies mL-1, reaching a probability of approximately 90%
at 1010 RNA copies mL-1. In our study, the rise in probability of infection for several baseline scenarios
also occurs at viral loads higher than 106 RNA copies mL-1.

A deeper analysis of Fig. 13 reveals the importance of introducing appropriate measures that would
shift the curves in plot (i) towards the right. Hypothetically, by splitting the P (I|vl) curve in half (i.e. at
P (I|vl) = 0.5) and analysing the distribution of viral load samples to left and to the right of the dotted
line (i.e vl < vl0.5 & vl > vl0.5 in Fig. 13a - 13b (ii)), we can promptly see the result in the histogram of
the values of probability of infection in Fig. 13a - 13b (iii). Relaxing preventive measures (i.e. shifting
the curve to the left) would yield higher density of samples close to P (I) ≈ 1 and therefore increase
the chances of transmitting the disease. This also shows the importance and effectiveness of large scale
diagnostics in asymptomatic or presymptomatic hosts early into their infection, so that they are placed in
isolation before the viral load increases beyond the critical level. This confirms early studies analysing
epidemiological data where fast tracking and isolation reduces the spread [86].

Approximately 80% of the samples in Ref. [25] were found to detect viral loads less than 108

RNA copies mL-1 and approximately 95% less than 109 RNA copies mL-1, therefore by tuning the cor-
rect measures tailored for each indoor setting such that vl0.95 ≥ 109, the risk assessment of airborne
transmission could be considered as acceptable. The residual risk linked to the remaining 5% of viral
loads above 109 RNA copies mL-1 might not be acceptable to settings with a combination of situations
which are propitious for superspreading events, such as Crowded, Close-contact and Confined settings -
three C’s (3C), or for settings involving a large gatherings of people, such as conferences, social events
or demonstrations. For such settings we recommend to either i) increase the threshold to vl0.95 ≥ 1010

RNA copies mL-1, which would probably require a non-negligible upgrade of venue layouts and ventil-
ation systems, or 2) in addition to ensuring vl0.95 ≥ 109, include a rapid antigen testing strategy of the
participants. The latter option would cover the residual risk of infected hosts with high viral loads (>109)
participating in the event. Antigen detection assay for SARS-CoV-2 is found to be most effective in hosts
with high viral loads, regardless of symptoms, reaching a sensitivity of 93.3% and specificity of 99.9%,
for an equivalent RT-PCR Ct < 30, corresponding a viral load as low as 1.6x104 RNA copies mL-1 [87].

For shared offices, a baseline scenario including the use of masks and periodic venting, is con-
sidered acceptable since it is not deemed as a 3C setting and on the provision that these two measures
are combined simultaneously. Although, relaxing these two measures would increase the risk beyond the
notion of acceptable, i.e. vl0.95 = 108.5 RNA copies mL-1 (Fig. 13a).

For the classroom scenario (Fig. 13b), the situation where a HEPA filter is installed, while main-
taining a periodic natural ventilation strategy, just falls short of the threshold vl0.95 = 108.8 RNA copies
mL-1 yielding a probability P (I) of approximately 22.7%. Opening multiple windows alone or with the
inclusion of surgical masks would improve the situation and reach vl0.95 ≥ 109 with an estimated P (I)
of approximately 16.3% and 4.4%, respectively. The importance of natural ventilation is demonstrated
where the probability of infection can be reduced by about 22 percentage points just by opening per-
manently the windows and an additional 12 by prescribing the use of surgical-type masks. Figure 13b
confirms that a periodic opening strategy of windows is not ideal.

Some countries opted to keep ski resorts open during the widespread COVID-19 restrictions. In
this study we look at the potential risk of airborne transmission in cabins for ski lifts (Fig. 6). For a
typical 10 m3 cabin, the recommended maximum travel time is approximately 20 minutes with surgical
type masks (Fig. 14). The duration of the time to which the occupants are exposed to the viral concen-
tration could play an important factor in decreasing transmission. In the ski cabin scenario, the travel
time should be reduced to approximately 7 minutes if the occupants are not wearing masks (Fig. 14b),
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(a) Shared office scenario

(b) Classroom scenario

Figure 13: Probability of infection in the shared office and classroom scenarios, and related dependency on the viral load. (a) For the shared
office scenario and (b) for the classroom scenario. In each of the 2 figures: (i) Expected probability of infection for a given viral load value, with
a 98% CI (shaded area). Comparison between the baseline scenario (dark blue curve) and situations with stricter or relaxed set of measures.
The baseline scenarios are given in Table 5. The ’x’ markers denote the critical viral load vl0.95 in each situation. The dotted lines correspond
to the intersection of each curve with P (I|vl) = 50%. (ii) Histogram of the viral load data from [25]. The vertical axis corresponds to
the probability density function of the adopted distribution. The dotted lines indicate the contribution of the viral load samples for reaching
P (I|vl) greater than 50% (i.e. samples to the right of the dotted line) and lower than 50% (i.e. samples to the left of the dotted line), for each
situation. (iii) Set of histograms of the conditional probability of infection P (I|vl), one for each situation, showing the results of the MCSs,
including the integration on the full range of viral load data in [25], which gives the P (I) value (as per Section. 2.5) shown in the middle of
each histogram plot.
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(a) Ski cabin scenario: infection probability vs viral load

(b) Ski cabin scenario: infection probability vs exposure time

Figure 14: Comparison of the ski cabin scenario by ranging the exposure time inside. a) Probability of infection and related dependency on
vl. (i) Expected probability of infection for a given viral load value, with a 98% CI (shaded area). Comparison of baseline scenario (blue
curve) and different travel times. The baseline scenario is given in Table 5 where ski lift takes 20 min and the occupants are wearing masks.
The ’x’ markers denote the critical viral load vl0.95 in each situation. The dotted lines correspond to the intersection of each curve with
P (I|vl) = 50%. (ii) Histogram of the viral load data from [25].The vertical axis corresponds to the probability density function of the adopted
distribution. The dotted lines indicate the contribution of the viral load samples for reaching P (I|vl) greater than 50% (i.e. samples to the right
of the dotted line) and lower than 50% (i.e. samples to the left of the dotted line), for each situation. (iii) Three histograms of the values of
the conditional probability of infection P (I|vl), one for each situation, showing the results of the MCSs, including the integration on the full
range of viral load data in [25], which gives the P (I) value (as per Section 2.5) shown in the middle of each histogram plot. b) Effect of the
exposure time on the infection probability P (I) if the occupants do not wear masks, compared to wearing surgical or FFP2 type masks. The
horizontal dotted lines correspond the the potential level of acceptable risk: P (I)=16% represents the level at which the viral load threshold
vl0.95 is reached (Fig. 14a) and P (I)=5% represents a more conservative risk level.

although this situation would imply a potential risk of short-range airborne exposure due to the small
interpersonal distance in the cabin. Hence, the results without masks should be taken with caution as it
may underestimate the transmission probability in this particular setting. If the resort or local authorities
deem necessary to reduce even further the acceptable risk level, e.g. to 5%, the maximum travel time
would reduce to 8 min instead of 20 min. To accept a 20 min exposure, while maintaining a conservative
risk level, the occupants would have to (properly) wear respirators such as FFP2 masks. For a hypothet-
ical 1 hour exposure, e.g. during a technical fault of the ski lift, the probability of infection would raise
to approximately 34% in the case of using surgical masks and 53% in the case of no masks.

Ski cabins generally have a small opening on one side, although if we assume that the volume
is not actively heated (e.g. sensible heat from radiators) or passively heated (e.g. latent heat from the
occupants), the outdoor and indoor air temperature can be assumed to be in equilibrium. Hence the effect
of removal rate from natural ventilation (including infiltration) is neglected, as a conservative approach.

5 Conclusions
Just like any other occupational health and safety risk, it is of vital importance to fully understand the
hazards and explain the rationale behind the preventive measures. A proper understanding of how respir-
atory viruses are transmitted is an essential step towards ensuring proper protection. This paper focuses
on describing the airborne transmission mode of SARS-CoV-2 and proposing an engineering approach
to assess the most suitable preventive and protective measures.

Facility managers, health and safety professionals, as well as individuals must systematically ad-
dress the new paradigm of including the risk of airborne transmission of respiratory viruses as a seri-
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ous occupational hazard. If possible, they should have easy access to simplified models, like the one
presented in this paper, to perform the required analysis to estimate the risk level in their particular
indoor setting(s). Although the notion of acceptable risk depends on national legislation and corpor-
ate/organisational risk management strategies, this paper provides some guidance on how to determine
whether or not the risk of airborne transmission is mitigated. We propose a simplified model, called
the COVID Airborne Risk Assessment (CARA), that allows for a quick and efficient assessment of the
control volume and used epidemiological outbreaks, measurement and other published findings to bench-
mark our results. The fact that the model is ’quick and efficient’ relates to some of the assumptions and
consequent limitations that were discussed above with the inclusion of proper physical justifications.

While performing such risk assessments, the aim should be focused on ensuring that the indoor
setting is not contributing to the spread of the virus and thus having the number of new cases arising from
an infected host (N ) < 1. In addition, the individual probability of infection P (I) should also be low
enough so that the critical viral load is below 109 RNA copies mL-1 for nominal scenarios. For settings
with a combination of crowded, close-contact and poorly ventilated areas, additional measures, such as
the inclusion of rapid antigen testing strategies or increasing the threshold to 1010 RNA copies mL-1, are
recommended wherever possible. For these cases, facility managers can tune the preventive measures so
that this risk is controlled.

The present study is highly dependent on the viral load data and associated statistical descriptors.
The use of other datasets would have an impact on the results, which might consequently impact the find-
ings of this study. Nonetheless, the authors were cautious to choose a distribution that would represent
a broad envelope by taking data during the expansionary phase of the epidemic, yielding higher values
compared to other less critical phases and thus representing a conservative assumption. The conditional
approach towards the quantum infectious dose is employed due to the lack of specific scientific evidence.
The authors substantiated their choices, although this could be considered as a vulnerable aspect of the
model that can be tuned once further data is published.

This study shows that with a risk-based approach, the chances of contracting COVID-19 can be
mitigated in existing infrastructure without major modifications or costly consolidations plans, by e.g.
optimizing of the exposure time / occupation profile, ensuring sufficient natural ventilation adapted to
the different temperature profiles or using adequate face covering measures. In a post-COVID era, we
will face a new paradigm with the inclusion of this novel occupational hazard, using models and tools
such as CARA to protect building occupants against airborne transmission of respiratory pathogens.
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